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Abstract 
 
We, as humans appropriated science. A scientist is associated only with 

a human being. It doesn’t have to stay that way. Non-protein scientists 

may appear sooner than expected. We will be challenged soon. A new 

legal and ethical code will be needed, and above all, a redefinition of the 

concepts of science and scientist seems to be urgent to formulate. The 

appearance of superintelligence and machines in science will mean the 

need to re-evaluate its operation. Let’s start noticing the law of artificial 

intelligence (AI), to build inclusive science with machines. 
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A scientist is someone who “does science”. An expert in a certain field 
who conducts research, uses scientific methods, seeks for answers to 
scientific questions, and is able to prove the answers. In another words: 
a scientist is an expert in a certain field, who conducts research using 
scientific methods, and can prove their answers. Scientist should strive 
at objectivity, attack new problems about the material world1. 
 In the Dictionary of Polish Language (Słownik języka polskiego pod 
red. W. Doroszewskiego nd.: naukowiec), a scientist is defined as “a 
human who deals with science”. In English-language literature, how-
ever, you do not need to be a human to conduct scientific research2. 
There were not scientists before the 19th century, the word “scientist” 
came into common use about two centuries ago, introduced by a science 
historian William Whewell (Lehoux 2011: 39). 
 There is a question regarding to what extent a scientist must be hu-
man to be revealing, independent and creative3. Just as the concept of 
a scientist had not occurred before Whewell, as there was only a “natu-
ral philosopher”. Now it is time to consider whether we should assume 
that only people can be involved in science. What about artificial intel-
ligence4 (Poole, Mackworth, Goebel 1998: 1) or even superintelligence? 
For the sake of this paper, I assume that superintelligence5 still works 
in our computational reality and it does not use any other logic that may 
belong to e.g. quantum computers6. 
 Let us start with the features of scientific superintelligence. Firstly, 
so far it does not require remuneration, it cannot own what it creates, 

                                                 
1 Understood as world seen from physical, chemical or biological perspective not material science as a design 
of new materials (solids). 
2 “A scientist is someone who systematically gathers and uses research and evidence, making a hypothesis 
and testing it, to gain and share understanding and knowledge” (The Science Council nd). 
3 See Marcel-Paul Schützenberger, who was deeply against Neo-Darwinism (as a mixture of Darwinism and 
genetics), this mathematician was focused on formal results in mathematics. For more see: Chomsky, 
Schützenberger 1963. 
4 Using Bostrom’s definition of superintelligence (Bostrom 2006). 
5 I will focus on superintelligence instead of AGI – Artificial General Intelligence (Hodson 2019). 
6 Idea of a quantum computer came in IX century, and been explored firstly only theoretically now in more 
practice way, for more see: Feynman 1982. 
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and its creativity belongs to the owners of the company that pro-
grammed or created it. Secondly, it is independent, as there are no feel-
ings7, they do not affect the test results in any way8. Thirdly, it draws 
knowledge from data, and it is based on a training set that can be huge 
with the current computing power9. 
 When it comes to “free of charge” superintelligence, nowadays it 
does not require a full-time salary. In January 2020, a court in China 
recognized the copyright of artificial intelligence for a newspaper article 
(Winiger 2020). So far, this has been an unprecedented verdict because 
the courts had not recognized before that artificial intelligence may own 
intellectual property. Since then, no other verdict has been issued in the 
precedent judiciary that would recognize artificial intelligence as the 
owner of anything10. As McCombs at al. (2020) summarised: “The term 
AI inventions is an umbrella that covers two categories: inventions that 
utilize AI and inventions that are created by AI”. 
 AI’s lack of feelings will allow for conducting any study objectively. 
Both qualitative and quantitative methods will be used to the full, noth-
ing will be omitted or underestimated, obviously, with the assumption 
of sufficiently good software. This assumption is necessary because in 
the case of weak or incomplete software, it is not possible to conduct the 
test properly. What is supposed to make AI different from a human sci-
entist is quality, lack of bias and overall view, thanks to machine learn-
ing, and deep learning process programs can analyze data in a more 
versatile way than people (Moravec 1998). 

                                                 
7 Hochschild (2003: 10-11) wrote about labour of feelings: “To uncover the heart of emotional labour, to un-
derstand what it takes to do it and what it does to people, I have drawn on elements from all three discourses. 
Certain events in economic history cannot be fully understood unless we pay attention to the filigreed patterns 
of feeling and their management because the details of these patterns are an important part of what many 
men and women do for a living”. 
8  Feelings understood according to the dictionary definition (Merriam-Webster nd.: feeling). 
9 Following Collins dictionary: “Computing is the activity of using computer and writing programs for it” 
(Collins Dictionary nd.: Computing – power). More generally, in technical language computing power 
is based on: response time (for a given amount of data), rate of processing work and data compression and 
decompression and data transmission. 
10 State for 1 May 2020. 
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 According to Nick Bostrom’s understanding of superintelligence, 
programs will analyse data better than people. As he wrote in 1997: “By 
a »superintelligence« we mean an intellect that is much smarter than 
the best human brains in practically every field, including scientific cre-
ativity, general wisdom and social skills. This definition leaves open 
how the superintelligence is implemented: it could be a digital com-
puter, an ensemble of networked computers, cultured cortical tissue or 
what have you. It also leaves open whether the superintelligence is con-
scious and has subjective experiences” (Bostrom 2006: 11). 
 So far, superintelligence has definitely beaten “protein scientists”. 
Before analyzing whether we are already dealing with superintelligence 
and not just AI, it is worth noting that in some areas, it is difficult for 
scientists to win the race against AI. An example could be describing X-
ray images or magnetic resonance imaging and diagnosing11. A skilled 
radiologist may not detect abnormalities that AI detects; moreover, 
even a top-class specialist is not able to memorize as many images as 
a program can do. The speed and efficiency of AI in this case is incom-
parably greater than human capabilities.  
 However, even the best programs (AI) work on the basis of data en-
tered by people; focused on deep learning they can recognize new, pre-
existing but overlooked health issues in photos or studies, but still it all 
starts with the data provided by doctors and human scientists. Unlike 
physicians, AI doesn’t matter for what it searches. The situation would 
be different if superintelligence was conducting this research. On the 
one hand, it could learn to detect tumors or changes visible in research, 
but not yet discovered by human doctors, or it could follow a completely 
different path, recognizing that it makes no sense to find irregularities 

                                                 
11 „A new artificial intelligence algorithm can reliably screen chest X-rays for more than a dozen types of dis-
ease, and it does so in less time than it takes to read this sentence, according to a new study led by Stanford 
University researchers” (Armitage 2018). 
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and concentrate on something completely different while viewing pho-
tos or other test results. The inhumanity of superintelligence makes it 
completely unpredictable (Thomas 2016). 
 In the context of scientific research, the topic of curiosity and inven-
tiveness of research is important. A scientist not only conducts research 
but also finds their topics. AI performs tasks, while superintelligence 
can create these tasks by itself. At the current stage of knowledge, we 
cannot yet answer whether superintelligence can be curious about the 
world, and we do not know whether it will be the world for superintel-
ligence. We see scientific research from the perspective of protein sci-
entists (human beings) who have worked in a similar way for centuries. 
Philosophers of nature like Francis Bacon, Jean-Jacques Rosseau, even 
Thomas Hobbes, as they were previously called, dealt with descriptions 
and attempted to understand the surrounding world. In the case of su-
perintelligence and its scientific impediment, we do not know what will 
become its research subject and how these studies will take place. This, 
here the most important issue arises that superintelligence does not 
necessarily have to conduct research that will be beneficial for human-
ity. It can go in a direction unknown to us by conducting research and 
seeking solutions that will be important and useful. 
 The coexistence of human and machine scientists can be a peaceful 
coexistence or a war rivalry. Therefore, at the current development of 
AI, it is essential to create clear laws regarding inhuman intelligence. 
Here we touch upon the problem of machine rights and robot rights. 
They are currently based on what Isaac Asimov proposed years ago. 
First Law: A robot may not injure a human being or, through inaction, 
allow a human being to come to harm. Second Law: A robot must obey 
the orders given it by human beings except where such orders would 
conflict with the First Law. Third Law: A robot must protect its own ex-
istence as long as such protection does not conflict with the First or Sec-
ond Laws (Asimov 1950: 40). 
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 Later Asimov added the Zero Law: A robot may not harm humanity 
or, by inaction, allow humanity to come to harm. This was intended to 
prevent potential ethical problems related to the progress of both robots 
(machines) and humanity. Currently, computing powers are increasing, 
and the introduction of a quantum computer can completely change the 
capabilities of machines or robots.  
 Sometimes development takes place through evolution, and some-
times through revolution. It is not known what the case will be in terms 
of AI or superintelligence. Nowadays, as it has already been pointed out, 
machines and programs have no rights. Here you can find an analogy 
to what happened in the past. In ancient Greece, only citizens had 
rights. The citizen was a free man, he created the law for the rest of so-
ciety: slaves and women. With the fall of slavery, the number of people 
who could have legislated increased (Pattinson 2015).   
 In Europe in the seventies, the last state: Switzerland (Switzerland’s 
Long Way to Women’s Right to Vote 2020) granted women’s suffrage. 
With the development of humanity, not only the view on who is a citizen 
has changed but also the one on who can have certain rights. A few 
centuries ago, it was unthinkable to recognize the rights of a child or of 
a mentally ill person (Niveau 2004). Then came the time to grant ani-
mal rights (Regan 1985), nowadays there are also discussions about 
plant rights (Vesilind, Gunn 1998: 94).  
 The issue of robot and machine rights has been only recently raised. 
People benefit from the work of AI. AI not only provides programs but 
also creates art. Works created by AI are put up for auctions, some 
reaching considerable money that goes to human software owners. 
 The coexistence with machines, AI or superintelligence will require 
changes in legislation (Butein 2019). There are several possibilities for 
creating a law for AI and superintelligence. It might be done only by 
people, or by people in cooperation with machines, or machines them-
selves might propose legal solutions. In my opinion, the solution involv-
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ing the cooperation of people and machines should guarantee establish-
ing a law that will respect both people and machines (Iphofen, Kririkos 
2019; The Legal Tech Blog 2017).  
 Certainly, a lot of work will have to be devoted to preparing a new 
copyright law12 regarding medical or judicial errors. As people, we need 
to ensure that AI protects our devices. At some point, the goals of su-
perintelligence and people can differ significantly, which is why it is so 
important now to develop new laws that, on the one hand, will protect 
human life, while on the other will recognize, for example, property 
rights or copyrights of machines. There is a big challenge for lawyers 
because it involves writing codes from scratch, creating the law from 
scratch (Kızrak 2019). Finally, the most important thing is how the law 
will recognize AI (Miller nd.), whether it will have a legal personality or 
a completely new creation. All these changes are also needed if we think 
of a “non-protein scientist”. 
 If we assume that a “protein scientist” and superintelligence will 
have their rights/law, not necessarily identical, but based on a compro-
mise, then we face the problem of a multitude of sciences. As if that was 
not enough, human scientists can have their scientific categories and 
superintelligence theirs. These teachings can touch, cover or follow 
completely different paths. 
 If we imagine human and nonhuman scientists, then suddenly, the 
area of scientific research changes completely. We face a more signifi-
cant problem: whether the concept of science should be redefined and, 
if so, by whom. A dictionary definition states: „Science is the study of 
the nature and behavior of natural things and the knowledge that we 

                                                 
12 “Regarding AI as a tool to create works, we have to be aware that even though AI seems to be equivalent to 
the human mind (as the notion of »intelligence« suggests), in reality AI is still far from being really »intelli-
gent«. Much depends on the definition of »intelligence«: if »intelligent« is understood as finding new ways 
not already known, AI may be called »intelligent« as it can detect new relationships in big data heaps, which 
was not possible earlier. Furthermore, AI can learn from previous errors and mistakes and improve the pat-
terns of its program. Thus, some argue that the author no longer has sufficient control over how the work is 
being created and under which conditions” (Spindler 2019). 
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obtain about them” (Collins Dictionary: Science) or in more detail: Sci-
ence, any system of knowledge that is concerned with the physical world 
and its phenomena and that entails unbiased observations and system-
atic experimentation. In general, a science involves a pursuit of 
knowledge covering general truths or the operations of fundamental 
laws (The Editors of Encyclopaedia Britannica nd: Science). 
 Even in the basic definitions of science, there is the question of gen-
eral truths. Here we face the first challenge, which may be general truths 
(Williams 1996) in relation to science (Wilson 1999) taught by people, 
which we are aware of, whereas in regard to machines a great unknown 
question appears. 
 The goal of research (Thomas G. Carpenter Library nd.) conducted by 
human scientists is to find answers to previously posed scientific ques-
tions and improve the condition of all humanity. By improving, I un-
derstand both support in technical sciences and the humanities, which 
serves to improve the quality of life (Numbeo 2020). I understand the 
role of a scientist as a desire to contribute with his research and to work 
to either solve problems or propose solutions that can lead to their elim-
ination. 
 The environment in which human scientists’ function and operate is 
an academy. Universities and research centers are not only the work-
place but also the activities of scientists. 
 Over the years, the structure of the academy has developed as a re-
sult of various responses, for example, the evaluation or accounting of 
scientists, sometimes the way of awarding academic titles. Despite the 
changes, the structure and mode of operation remain similar. It starts 
with exams, which are a pass to the university or polytechnic, then the 
process of studying, obtaining the first title: a Bachelor’s or Master’s de-
gree (Cyranoski et al. 2011). Next, there are doctoral studies and 
schools, habilitation or professorships (Kwok 2017). All go through the 
passage of specific and previously known career paths of scientific pro-
motion. 
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 One can criticize the operation of academic structures, see political 
decisions in them, or undermine the autonomy of academic units, but 
this never cancels the system developed over the years. It is important 
that nowadays, a scientist is a person working either in an academy or 
in a research center (Gupta, Govindarajan 1991). Often, research cen-
ters are either connected or are part of polytechnics or universities. 
Thus, a scientist is a person whose level of advancement of knowledge 
is monitored, subjected to independent assessment, and a specific sci-
entific title refers to the achievements of the individual in the field of 
science (Lightman 2011: 367). 
 Even the not-well-functioning academy allows for a fairly transpar-
ent assessment of scientists. It is important because so far, AI has no 
criteria for scientific assessment, usefulness or awarding scientific ti-
tles. AI is evaluated in terms of the accuracy of its activities, the compu-
ting power it uses or requires for testing. In the case of superintelli-
gence, we will face new challenges. One of them will be the assessment 
of the scientific level, both of the works of superintelligence (Bostrom 
2002: 9) and the algorithm/program/machine itself. 
 Just as a human scientist can be demanded and evaluated, so in the 
case of superintelligence we do not have a machine academy yet. That 
this is a necessary element is beyond doubt, as is the emphasis on the 
need to develop common human/machine standards to which all scien-
tists will be subject. 
 To develop such standards, you must first recognize AI, superintelli-
gence as a partner for such talks. For this to happen, changes in the law 
are needed first, and then it will be possible to create research centers 
connecting human and inhuman scientists. This will be possible if 
superintelligence (Bostrom 2014) wants to interact with human scien-
tists. You must also consider a completely different scenario in which 
superintelligence does not want to interact and co-create with people; 
its goals will be separate. In the worst-case scenario, this means that 
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superintelligence will seek to destroy what is human or what will inter-
fere with its goals (Santos-Lang 2014).  
 It seems impossible to create a weapon against superintelligence and 
its “scientists” as the very concept of superintelligence implies that it 
will outweigh people with its capabilities. Therefore, the first step that 
should be prepared and worked out as soon as possible is a legal recog-
nition of AI and a guarantee of peaceful coexistence. It sounds like sign-
ing surrender before taking war. The most important thing is not to lead 
to such a war, because people are doomed to lose. 
 What can already be proposed is to prepare changes in the already 
existing law, so far only in human commissions, which will take into 
account the emergence of superintelligence, and then a joint human / 
inhuman preparation of a new law. 
 As far as “non-protein scientists” are concerned, in the event of recog-
nition of the laws of superintelligence and the creation of new codes, 
a uniform system of scientific evaluation of superintelligence should also 
be created (Müller, Bostrom 2016). This is a human proposition; we 
should be prepared for what superintelligence will propose, which can be 
a completely different solution that we are not able to foresee at the mo-
ment. Therefore, the measure of openness and development of science in 
the future should be the peaceful coexistence of human and inhuman sci-
entists. One can imagine not only using the help of superintelligence in 
solving human problems but also participation in solving problems of su-
perintelligence by human scientists. This may resemble an exchange and 
a proposal for entirely new solutions. At the same time, we should take 
into account that our human, but also the scientific level of development 
will not be anything interesting for superintelligence. For a simple rea-
son: it will be at a much higher level of development. 
 Let us appreciate what we have now: that we can be scientists, ask 
questions and enjoy the benefits of technology, but let us also remember 
that this is not a permanent state. I believe that we are no longer able to 
stop AI development, so the only solution is peaceful coexistence. 
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