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Abstract

In this paper we study an integral modification of Szasz-Mirakjan type operators. The
modification will be called Szasz-Mirakjan-Durrmeyer type operators as in many papers
examining this type of operators. We give direct approximation theorems for these operators
using the modulus of continuity and the modulus of smoothness for functions belonging
to exponential weighted spaces.
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1. Introduction

In paper [6] we investigated operators of the Szasz-Mirakjan type defined as follows

qmw=z mav(qjxw; 0
£(0) x=0

where the coefficients

x2k+v

I, (nx) 22XV KID(k+ v +1)

I" is the gamma function and /, the modified Bessel function of the first kind defined by
the formula ([15], p. 77)

pZ,k (x)= (2)

2k+v

I,(2)=
Z22’”Vkvr(k+v+1)

This means that we replaced the coefficients of well-known Szasz-Mirakjan operators by
some terms involving the modified Bessel function /..

We studied the approximation properties of these operators in exponential weight
spaces

E,={f eC(Ry):w,f isuniformly continuous and bounded on R},

where C(R ) denotes the space of all real-valued function continuous on R = [0;00) and w,
is the exponential weight function defined as follows

w,(x)=e", geR, 2)
forxe R
In the spaces we introduced the weighted norm
||fqu:sup{wq(x)|f(x)|:xGRO} 3)

and we established ([6], Theorem 2.1) that operators L} are linear, positive, bounded and

transform the space E, into E,.
In this paper we introduce an integral modification of (1)

Li(f;x) =

Zk:op'\:k (x) Ig';:,k ®)dt, x>0 W
0

1(0), x=0
where the coefficients p, , are defined above and

n+q

—(n+q)t 2k+v
—_—e n+ t
TQ2k+v+1) ((n+9)1)

gn,k (t) =
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The idea of integral modifications of this kind of operators comes from J.L.. Durrmeyer
([2]) who introduced the integral modification of the genuine Bernstein operators. Later on
new modifications of other classical operators appeared, for example, M.M. Derriennic ([3]),
S.M. Mazhar and V. Totik ([11]), A. Sahai and G. Prasad ([13]), M. Heilmann ([5]). Now the
operators are still under consideration [1, 4, 7-10, 12, 14].

The note was inspired by the above results which investigate approximation problems
for integral operators and it is a natural continuation of the author’s results from paper [7].

Among other things, in the paper we shall prove the theorems giving the degree

of approximation of functions from E by operators Z; We will estimate the error of

approximation using the weighted modulus of continuity of the first and the second order
defined as follows

ml(f,Eq;t):sup{"Ahf"q :he[O,t]}, 1>0 (5)

and
o, (f,E,;1) =sup{“Aif“q h e[O,t]}, t>0

respectively, where

A f()=fx+h) = f(x), ALf()=f(x+2m)=2f(x+h)+ f(x)
forx,h e R,

It is worth mentioning that Bessel functions are the most important special functions
which play a pivotal role in mathematical physics, for example: signal processing, heat
conduction, diffusion problems. We hope that the operators examined will have applications
to these areas of study.

Remark 1.1
In the paper we shall denote by M(p, f) suitable positive constants depending on the
parameters indicated p, ¢.

2. Auxiliary results

Let us denote
e.(=1", f,(=e.)e!. ¢, (O=0-x)", vy O)=9,, (D"
for re Ny ={0} UN, ¢,x e R,.

In this section we shall recall preliminary results which are immediately obtained from
papers [6, 7] and definition (4).

Remark 2.1
Forall veR, and n,r €N it holds

L (e;0) =1, L.(fy;0)=1
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L (e,;0) =L (dg,30) = L}, (yy,:0) = L), (f,;0) = 0

Lemma 2.1 ([6], Lemma 2.1)
For each v € R there exists a positive constant M(v) such that for alln € Nandx € R
we have

1, (nx)
1, ()

1
X v+l (nx) 1

M), I, (nx)

<M(v)

By elementary calculations and Lemma 2.2. ([6]) we get
Lemma 2.2
Foreach neN, v,ge R, and xR,

L (eg;x) =L (eg;x) =1, L' (e;;x) =L (e;;%)+

v+l n {xlv+1(nx)+v+1]

n+q n+q\ 1,0m) n
Beyin) = Bleys) + 22 1t g+ LHDVED)
nra (n+q)
[ n 2 x2lv+2(nx)+(2v+5) xlv+1(nx)+(v+1)(v+2)
n+q I\,(nx) n [V(nx) n2 >
i) =L i+~ A D)) vl
7 ) n+q n+q I, (nx) n+q
7 2v+3 x (v+D(v+2
Ly (9,2:%) = L (9, 25%) + Lo(§o %)+ (v+I)( : )
n+q n+q (n+q)

2
=X2 n [v+2(nx)_ 2n ]v+1(nx)+1
n+q) I,(nx) n+q I, (nx)
+2(v+1)x n I\,+1(nx)_1 . 3nx 1, (nx)
n+q \n+q I,(nx) (n+q)* I,(nx)
(v+1D(v+2)
.
(n+q)
By Lemmas 2.2 and 2.5 [7] we get

Lemma 2.3 ([7], Lemma 2.6)
For all v,q € R there exists a positive constant M(v, q) such that for each n € N
we have

L], < M)

An obvious consequence of the above lemma and definition (4) is
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Theorem 2.1 ([7], Theorem 2.1)

For all v,q € R there exists a positive constant M(v,q) such that for each n € N and
/€ E wehave

EZ f; ,)Hq <M(v,q) "f”q :

Note that in the case of the integral modification of our operators we also have the
endomorphism Eq into Eq. This is a better result than the one in [8], Theorem 3.1.

Applying Lemma 2.1 and Lemma 2.2 we immediately obtain

Lemma 2.5 ([7], Lemma 3.1)

For all v,q € R there exists a positive constant M(v, q) such that for each n € N and
x € R we have

x(x+1)

2239 < M(v,q)

Lemma 2.6 ([7], Lemma 3.3)
For all v,q € R there exists a positive constant M(v, q) such that for each n € N and
x € R we have

x(x + 1)

w, ()| I (v, 30| < M(v,9) ===

3. Degree of approximation

The following theorems estimate a weighted error of approximation for functions
belonging to the space Eé‘ ={f€E, A AN ek,} for k=1,2.

The proofs of the theorems are analogous to the proofs which are known from the
literature but we enclose them for the completeness of the paper.

Remark 3.1
Note that for x = 0 in the following lemmas and theorems we get the assertion using
Remark 2.1.

Theorem 3.1
For all v,q € R there exists a positive constant M(v, q) such that for all n € N,

x € R and fEE; we have

w, ()| B (/00— 1) < Mva) | 7], ("(“l)j
Proof. Letx > 0. For f € E; we have

FO-1= [ 1@
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for ¢ > 0. By Lemma 2.2 we have L) (¢,;x) = 1, hence we can write
L(fi0-f(0 =1, ( [ f'(u)du;x],
X

using the linearity of L.

Note that
‘ j:f "(w)du| <|| f'||q ‘ J:eq"du <| f’||q (e” +e™)|t—x].
Therefore, we have
vy |[E 0= 1| < w 17, B (waals) #1771, B (s 50) ™

If we apply the Cauchy-Schwarz inequality and Lemma 2.2 we get
- - 12
L\;l(d)x,l ;x)S(L‘:I(d)x,Z ’x)) ’

B wab) < (B ol ) ™

Now we can use Lemma 2.3, 2.5 and 2.6 to estimate (7)

WxZ

w |- | < Mvg)| 1], (x("”)j

forx >0andn e N.

Theorem 3.2
For all v,q € R there exists a positive constant M(v, q) such that for all n € N,
xeR andf e E we have

12
x(x+1
w, (| (1)~ /(0] < M(v. oy (f, q,( = )j J
Proof. Let x > 0. As always we denote by f, the Steklov function of f; this means
K
fi@y= [ 7o
0

for 4 > 0. Note that

- f 0= [ s s,

71 =%(f(x+h)—f(x))
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for h > 0. Therefore, we immediately conclude that f,, f; € E, because f € E, and we

have the following estimations
”fh f” < O)I(fa qah)
’ l .
"fh"q < Z%(f,Eq,h)
for & > 0. By the linearity of the operators I:f, we get the inequality
w, (|5 (/30 - £ ()

<wy (| Ly (f = Sy

+w, (0] £, () = £ ()]

L (fr) = f(x)

+w,(x)

Taking into account the boundedness of the operators L~‘,’1 and (8) we obtain

W, (0| Ly (f = fi3x ‘<M(V DI =11, <M. Qo (f,E 3 h)

for x,” > 0. From Theorem 3.1 and (9) we have

x(x+ 1)

w, ()

L (S0 - | < M 9|l5, (

1 x(x+1D))?
<M(V7Q)_®1(nyq,h)[ j
h n
for x,h > 0.
By the definition of the norm || . || and (8) we get
w, |/ )= F | <[ Sy = f, S (S, E:h)
for x,h > 0.

Using above inequalities we estimate the expression

w, (x)

n

x(x+1) 12

Now substituting s = ( j we get the assertion of our theorem.

n
Theorem 3.2 implies the following corollary.

Corollary 3.3
Ifv,g e R andf e E then for all x € R,

m,,_, {1:\;1 (f) x) - f(x)} =0.

L (fx)— f(x)‘<m1(f, q’h)[M(vq)_’_M(Vq)(X(x—i-l)) +1J.

®)

)
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Moreover, the above convergence is uniform on every compact subset of the interval
[0; c0).

Remark 3.4

We can obtain the above convergence in a different way, see Theorem 3.1 ([7]).

To estimate the error of approximation by the second order modulus of smoothness (5)
we define the following linear operators

Hy (f10)= L, (f10 = f(L(e30) + f (x) (10)
forv,g e R, fe E, andx € R,
Note that the operators preserve linear functions, namely

HY (,,5x)=0. (11)

Lemma 3.5
For all v,q € R, there exists a positive constant M(v, q) such that for all n € N,

2
x € Ryand g € E; we have

1 1
w1 (g2~ 0] < MOv ], X2

Proof. Let x > 0 be fixed. By the Taylor formula we can write
g-gx)=(1-x)g'(x)+ J:(f —u)g"(u)du
for 1 > 0. Now applying linearity of H ~ and (11) we derive

|1 (3)~ (0| =| ) (2(0) - g(x);0)] = N (E)

HY ( vr(l‘ —u)g”(u)du;xj

Further, the definition of A implies
HY ( J.’ (t—u)g"(u)du; xj =L ( f (t—u)g"(u)du; x)

L~Y1(t;x) -
-[7 @ -wg

Estimating (12) we can write
)

<), (-2 o)

A (g:)-g(0| < L, ( [ @ 0-0g"wa

GO

Note that

‘ [[-wgan
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and

Z‘r’l(el;x) ~ "
[ @esn-we e

X

< %"g""q (Z\; (el ;X)) — x)2 (eqx 4 qu:‘ (a ;x))

1 - ) .
S Eng”"q (L\;, ((I)x,l;x))z eq (1 + ean (¢M1 ))

qLY, (¢x,l 3X)

Now we can observe that the expression e is bounded. We immediately obtain

it from Lemma 2.2 and 2.1 as follows

L () ) v Lm0 4| v
2 g 1,0m) Tora R ATS) g
et (Oxi®) _ v e "l <e Y e T < M(w).

Therefore, we have
w, (0| (g3 - ()|
1 [ 2 1 " 7
<3181, B2+ 28], w, B30

1 TV
+ 5 M(V) "g”"q (Ln ((')x,l 5 x))2 °

Applying the Cauchy-Schwarz inequality to the term I:; (¢,,5x) and Lemmas 2.5, 2.6
we get the desired estimation.

Theorem 3.6
For all v,q € R, there exists a positive constant M(v, q) such that for all n € N,
x e R andfe E we have

1/2
g |E2 (0= 70| < MOvagymn | 1B [ XY o (1,8, B0
n

Proof. Let x > 0 and f,, be the second order Steklov mean of f ¢ E,ie.

_ /12 ohi2

JFr(x) :l;iz f E 2f(x+s+t)— f(x+2(s+1))}dsdt, h,x>0
Note that

_ 4 (h2 2,
=Ty =—5 [ [ a2, s
By definition (6) we get the following estimation
|7 =7, < o7 Epi)

and since

7(x) = hiz (82, f(x)— AL f(x)
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we have
|72, < s Eyim.

The above inequalities imply that the Steklov mean j_‘h and fh" belong to E,.

Moreover, by the linearity of L, HY and the connection (10) we can write
L/~ 1)
<[y (f = 0| +|(F )= 1|+ | Y ()= 7 (0
+[f e - 1)

By the above, the boundedness of the operators H and Lemma 3.5 we conclude that
w, (|5 (/32 - ()
<, )|} (f = Fis 0|+ w, 0| F )= 7, )
3, ()| (Fy30) = F, )|+ w, )| £ (L (50) — £ ()
<Me.|f=7l, +|7 -5, + Moo,
30, (O (L (0,05 ) 4 ) = ()

x(x +1)

I x(x+1 ~
< M0 (1B 1+ 2D (1,8, b))
= n 1, (nx) v+1 x(x+1) 12
where L) (¢, ;%) =x w1+ . Substituting s = (—j we get
’ n+q I, (nx) n+gq n

the estimation in the theses of Theorem 3.6.

The above theorem shows that one can estimate the weighted error of approximation
for positive linear operators reproducing constant functions by the sum of two moduli
of continuity.

The author is thankful to the referees for making valuable suggestions leading to the overall improvement
of the paper.
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