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Abstract. The selection of data representation and metric for a given data set

is one of the most crucial problems in machine learning since it affects the re-

sults of classification and clustering methods. In this paper we investigate how

to combine a various data representations and metrics into a single function

which better reflects the relationships between data set elements than a single

representation-metric pair. Our approach relies on optimizing a linear combi-

nation of selected distance measures with use of least square approximation.

The application of our method for classification and clustering of chemical com-

pounds seems to increase the accuracy of these methods.
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1. Introduction

The appropriate choice of data representation and metric are one of the main prob-
lems in machine learning tasks [7, 20, 26]. Their selection affects directly clustering
results and classification methods. In this paper we show how to combine various
representations and metrics into one function which better reflects the geometry of
the underlying space.

In general, metric learning aims at adapting some pairwise real-valued function
to the specific problem making use of the information retrieved from the process of
training. A lot of metric learning techniques were proposed to select or optimize
a metric for particular data sets. This includes algorithms such as Locally Linear
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Embedding [17], Multidimensional Scaling [5]. In 2002 Xing et al. explored learning
a Mahalanobis metric [24]. Finally, Taketa et al. published an algorithm for kernel
regression [23].

Our motivation was to design a method which optimizes existing metrics and
representations without constructing of completely new distance measure. Such an
approach can be useful when a lot of distance measures are available but none of
them give a satisfactory results. This situation appears very often in practice e.g., in
chemoinformatics where one would like to detect the chemical compounds active on
particular diseases with use of computer methods only [8]. This is a very important
problem since the appropriate classification of compounds in terms of their activities
enables to decrease extensively the computational time and costs of finding new drugs.
A lot of compounds representations and metrics are available but none reflects the
activity satisfactory.

We assume that a real distance between data set elements x, y is described by an
unknown real valued function a(x, y) (it can be the difference between the activity
levels of two chemical compounds which cannot be calculated analytically but has to
be measured in the experiment). We propose to build a linear combination of existing
distance measures and optimize its coefficients to approximate values of the function
a. In particular, given distance measures d1, . . . , dn, we construct a linear regression
model:

a(x, y) ≈ w1d1(x, y) + . . .+ wndn(x, y)

and calculate coefficients w1, . . . , wn with use of least square estimation1.
The application of introduced method is presented on various data sets of chem-

ical compounds (six biological receptor ligands are considered). It is shown that
constructed function provides better classification and clustering results than the use
of any individual distance measure.

The paper is organized as follows. The next section gives a background of proposed
method of the mixture of metrics optimization. Then, it provides basic information
about chemical compounds representations and activity. In the third section we ex-
amine the capabilities of our algorithm for real data. Finally, the conclusion is given.

2. Mixture of distance measures

We begin this section with a formulation of our optimization problem. Then, we use
a least square estimator to solve this approximation. We will later place our metod
in the context of chemical compounds.

Optimization problem. Let X be a data set. We assume that the dissimilarity
between elements of X is described by an unknown function a : X × X → [0,∞).
The value a(x, y), for x, y ∈ X, might be a measurement performed in the experiment
or it can be assigned by an external system. For instance, in the case of chemical
compounds it can be a difference between compounds activities or an expert indication

1 In fact we consider a dissimilarity measure w0 + w1 d1 + . . . wn dn rather than a metric.
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if two compounds belong to the same chemical group. The goal is to find a function

d : X × X → R which can be easily calculated analytically and such that d(x, y)
approximates the value a(x, y), for x, y ∈ X.

Our approach relies on an appropriate mixing of various available distance mea-
sures. Given n distance measures d1, . . . , dn we look for numbers w1, . . . , wn ≥ 0 such
that

d̃w(x, y) := w1d1(x, y) + . . .+ wndn(x, y)

approximates a(x, y), for x, y ∈ X.

Observation 1 If d1, . . . , dn define metrics in X and w1, . . . , wn ≥ 0 then d̃w is
also a metric in X.

The structure of predicted function a can be very complex. Therefore, for practical
reasons we are rather interested in finding a dissimilarity measure (not necessarily
a metric) of the form:

dw(x, y) := w0 + w1d1(x, y) + . . .+ wndn(x, y),

where w0, w1, . . . , wn ∈ R and x, y ∈ X.
A lot of criteria can be used to measure the discrepancy between dw and a. In

this paper we assume a linear regression model and use a least square estimator to
minimize the square error, i.e.

∑

x,y∈X
(a(x, y)− dw(x, y))2.

Lest square estimator. For a convenience of the reader let us briefly recall
a linear regression model and a least square estimator. Let

D =




1 d1(x1, y1) · · · dn(x1, y1)
...

...
. . .

...
1 d1(xk, yk) · · · dn(xk, yk)




be the (n+ 1)× k dimensional matrix of observations and let

a =




a(x1, y1)
...

a(xk, yk)




be the vector with corresponding values of function a. We assume that there exists
a linear dependence between a and D, i.e. there exists a real valued vector

w =




w0

w1

...
wn




such that
a = Dw + ε, (1)
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where

ε =




ε0
ε1
...
εn




is an unobserved random noise.

The following theorem gives a form and the properties of least square estimator
of vector w.

Theorem 1 (Gauss-Markov Theorem [1]) If errors εi have expectations zero, are
uncorrelated and have equal (bonded) variance then the least squares estimator

ŵ = (DTD)−1DTa

is the minimum variance linear unbiased estimator of w.

Preliminaries of chemical compounds. The main goal of chemoinformatics
is to support the process of new drug candidates finding. One of the tasks is to find
compounds which are active on particular biological targets. Therefore, the clustering
and classification of chemical compounds with respect to their chemical activity is
important.

Chemical compounds are usually represented by fingerprints, i.e. high dimensional
binary strings where a given bit indicates the presence or absence of particular feature
of compound. Since a lot of features can be taken into account, various fingerprint
representations were constructed. The length of popular representations varies from
166 (MACCS) to 4860 bits (Klekota-Roth [14]). Although the fingerprint represen-
tations can be very long, they do not provide the uniqueness. In the other words,
in every representation there exist chemical compounds which have identical finger-
prints. Clearly the concatenation of the fingerprints allows for a better (but not ideal)
distinction of compounds [6].

One can determine the biological activity of a compound by examining a binding
constant2 Ki measured in nanomols (nM) [25]. The prediction of compound’s activity
is usually repeated several times and then averaged. The possible deviances might
be due to many conditions (e.g., temperature, pressure). What is more, the border
between active and inactive compounds is not established. In practice, for internal
research some assumptions have to be made. For example, the compound may be
considered as active if Ki ≤ 100 while for Ki ≥ 1000 the compound is considered as
inactive (other compounds are usually not taken into account).

We also follow this approach in clustering and classification processes. However,
since the regression model assumes a random noise, the values of Ki can be used to
define the dependent variable. We want to design a dissimilarity measure which gives
low values for compounds with similar activities while high values are assigned for
compounds with different values of Ki

3. We define a dependent variable as a dif-
ference between activities of two compounds while as the explanatory variables we

2 To obtain more reliable information about activity one can also use IC50, EC50, Kd values.
3 Roughly speaking, the constructed measure will indicate that two compounds are similar if their

activity levels are close.
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Table 1. Overview of considered data sets. Table contains the names and roles of
used receptors ligands and the number of active and inactive compounds included in
each dataset.

Receptor name Role Actives Inactives

M1

modulates few of physiological
functions 759 938

h1

has an impact on pathophysiological
conditions 635 545

5-HT7

influences on various neurological
processes, such as aggression 704 339

5-HT2A has an impact on central nervous system 1835 851

5-HT6

mediates both excitatory and inhibitory
neurotransmission 1490 341

5-HT2C has an impact on central nervous system 1210 926

assume the distances between two compounds with respect to given metrics and rep-
resentations. Thus, the regression model can be written as:

|Ki(x)−Ki(y)| = w0 + w1 d(x, y) + . . .+ wn d(x, y) + ε,

for x, y ∈ X.

3. Experiments

We have examined our method on six data sets of chemical compounds, each repre-
senting one receptor ligands, Table 1. The dissimilarity measures were learned and
then tested either in classification or in clustering processes assuming 5-fold cross
validation [15]. The classification and clustering results were evaluated with use of
adjusted Rand index (ARI) [11] which is a well-known measure of agreement between
two partitions. ARI assumes its minimum of 0 in the case of completely independent
partitions while for ideal agreement it gives value of 1.

In the first experiment we combined four fingerprint representations (Klekota
Roth, Extended, Substructure and PubChem) with two dissimilarity measures (Buser
and Tanimoto) [21] to define the explanatory variables. Optimized metrics were as-
sessed in the k-NN classification [4] as well as in k-means [16] and hierarchical clus-
terings [22]. The results were compared with analogical classifications and clusterings
obtained with use of every single representation-metric pair, Table 2.

In all cases the optimized dissimilarity measures give better results than a single
representation-metric pair. The increase in precision is especially visible in the case of
classification (about 10%). The highest value of ARI has been obtained for 5-HT2A re-
ceptor (ARI = 0.7). Moreover, the results show that none of the representation-metric



88

Table 2. Classification and clustering results measured by ARI for optimized dis-
similarity measures compared with effects obtained with use of single representation-
metric pairs. The names of the last six columns indicate applied representation-metric
pairs and have the following meanings: Buser-Klekota Roth (B-KR), Buser-Extended
(B-Ext), Buser-Substructure (B-Subs), Tanimoto-Klekota Roth (T-KR), Tanimoto-
Extended (T-Ext), Tanimoto-Substructure (T-Subs).

(a) k-NN classification

Receptor Optimized B-KR B-Ext B-Subs T-KR T-Ext T-Subs

M1 0.67 0.57 0.55 0.57 0.58 0.54 0.54
h1 0.65 0.59 0.56 0.52 0.58 0.6 0.57
5-HT7 0.69 0.63 0.61 0.56 0.58 0.59 0.56
5-HT6 0.68 0.6 0.62 0.6 0.57 0.57 0.57
5-HT2C 0.66 0.61 0.59 0.49 0.63 0.56 0.5
5-HT2A 0.7 0.64 0.61 0.59 0.64 0.59 0.54

(b) k-means clustering

Receptor name Optimized B-KR B-Ext B-Subs T-KR T-Ext T-Subs

M1 0.4 0.39 0.36 0.37 0.36 0.37 0.34
h1 0.3 0.28 0.27 0.24 0.26 0.26 0.27
5-HT7 0.52 0.48 0.49 0.46 0.48 0.45 0.45
5-HT6 0.33 0.3 0.3 0.31 0.31 0.29 0.27
5-HT2C 0.46 0.44 0.43 0.4 0.42 0.39 0.39
5-HT2A 0.35 0.31 0.3 0.31 0.3 0.31 0.28

(c) Hierarchical clustering

Receptor name Optimized B-KR B-Ext B-Subs T-KR T-Ext T-Subs

M1 0.45 0.4 0.41 0.35 0.39 0.37 0.36
h1 0.23 0.19 0.15 0.17 0.19 0.17 0.16
5-HT7 0.41 0.35 0.33 0.35 0.36 0.34 0.33
5-HT6 0.4 0.36 0.37 0.35 0.37 0.34 0.34
5-HT2C 0.52 0.48 0.46 0.45 0.46 0.44 0.45
5-HT2A 0.42 0.35 0.33 0.34 0.36 0.34 0.32
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pair gives the highest agreement for all receptors. In our approach the dissimilarity
measure is optimized on a collection of metrics automatically and the user does not
have to specify one representation-metric pair used for calculation. This makes our
method robust to the choice of distance measure.

Inspired by above-mentioned results, we investigated the influence of neighbors
number on classification results. Four settings were considered: 1, 6, 10 and 20. One
can observe that the classification results were even improved when more neighbors
have been taken into account (Figure 1a and 1b).

(a) 5-HT2A (b) 5-HT7

Figure 1. k-NN results measured by ARI after optimization for different numbers k.

In order to explore how the results vary when the number of explanatory variables
in regression model changes, we focused on two receptors: 5-HT2C and 5-HT7. The
following procedure was considered. All representation-metric pairs were ordered with
respect to the highest ARI obtained in k-NN classification. Then, several regression
models were built. The first one included only the best representation-metric pair.
The subsequent models were constructed by adding one more explanatory variable to
the model (with respect to the highest ARI values). The results shown in Figures 2a
and 2b indicate the gradual increase in classification results.

(a) 5-HT2C (b) 5-HT7

Figure 2. The more explanatory variables in model, the higher values ARI
yields. The following metric-representation pairs were considered: Buser-Klekota
Roth, Buser-Extended, Buser-Substructure, Buser-PubChem, Tanimoto-Klekota
Roth, Tanimoto-Extended, Tanimoto-Substructure, Tanimoto-PubChem.
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4. Conclusion

In this paper we have addressed the problem of metric learning. According to our
approach, a more relevant metric can be obtained by defining a single function which
combines various data representation-metric pairs. More precisely, we have demon-
strated that for real-world data (chemical compounds) such an optimized metric can
be learned and improve the performance of metric-based algorithms. Taken as a
whole, our results exhibit the promise and broad applicability of proposed approach
in methods using metrics.
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