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Abstract. The quadratic loss penalty is a well known technique for opti-

mization and control problems to treat constraints. In the present paper they

are applied to handle control bounds in a boundary control problems with

semilinear elliptic state equations. Unlike in the case of finite dimensional

optimization for infinite dimensional problems the order of convergence could

only be roughly estimated, but numerical experiments revealed a clearly better

convergence behavior with constants independent of the dimension of the used

discretization. The main result in the present paper is the proof of sharp con-

vergence bounds for both, the finite und infinite dimensional problem with a

mesh-independence in case of the discretization. Further, to achieve an efficient

realization of penalty methods the principle of control reduction is applied, i.e.

the control variable is represented by the adjoint state variable by means of

some nonlinear function. The resulting optimality system this way depends

only on the state and adjoint state. This system is discretized by conforming

linear finite elements. Numerical experiments show exactly the theoretically

predicted behavior of the studied penalty technique.
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1. Introduction, problem formulation

Penalty methods form well known standard tools to handle constraints in optimiza-
tion as well as in control problems. In finite dimensional optimization good error
bounds (see e.g. [7, 10]) for the convergence of penalty methods are derived which
are accurately reflected in numerical experiments. However, these results cannot
be transferred to infinite dimensional problems. The use of the technique known
from finite dimensional optimization to optimal control leads to error constants that
depend heavily upon the discretization, i.e. it will not be mesh-independent. A dif-
ferent approach, so far common for optimal control problems and its discretization,
yields uniform error bounds via estimates of the objective functional and using the
coercivity. However, these theoretically proven estimates lack a good coincidence
with numerical experiences. Thus a long standing open problem was to prove the
exact rates of convergence. In [11] first sharp convergence bounds for the quadratic
penalty technique have been derived for a linear-quadratic problem with distributed
controls. The aim of the present paper is to extend the mesh-independence princi-
ple to boundary control problems with weakly nonlinear elliptic state equations and
bounds on controls. For the sake of completeness of the presentation we give some
results of the theory of optimal control, but for a detailed discussion of the analysis
we refer to the literature, e.g. to [2, 4, 18].

Let Ω ⊂ R
2 some bounded domain with a Lipschitz boundary Γ := ∂Ω. Further,

let be given some function f : Ω̄×R → R that satisfies the appropriate Carathéodory
conditions (compare [18, Assumption 4.14]) and is twice locally Lipschitz continu-
ously differentiable w. r. t. the second argument, i.e. there exist some nondecreasing
L : R+ → R+ such that

|Dj
yf(x, s)−Dj

yf(x, t)| ≤ L(M) |s− t| ∀x ∈ Ω̄, ∀s, t ∈ R, |s|, |t| ≤M, j = 0, 1, 2,
(1)

where Dj
yf denotes the j-th partial derivative of f w.r.t. y. Further, we assume f

to be monotone w. r. t. the second argument, i. e.

(f(x, s)− f(x, t))(s− t) ≥ 0 ∀x ∈ Ω̄, s, t ∈ R (2)

and the usual boundedness conditions

f(·, 0) ∈ Lp(Ω) and Di
yf(·, 0) ∈ L∞(Ω)

for i = 1, 2 and some p > 0. Furthermore, let be given some desired state yd ∈ L2(Ω)
and some regularization parameter α > 0.

In the present paper we investigate the convergence properties of the quadratic
penalty technique applied to the semi-linear boundary control problem

J̃(y, u) :=
1

2

∫

Ω

(y − yd)
2 +

α

2

∫

Γ

u2 → min!

subject to −∆y + f(·, y) = 0 in Ω, (3)

∂y

∂n
+ y = u on Γ, u ∈ Uad .
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Here,

Uad := {u ∈ L2(Γ) : a ≤ u ≤ b a.e. on Γ }

with given a, b ∈ R, a < b is the set of admissible controls. Throughout the paper
the state equation in the control problem (3) is understood as weak formulation
which we will define and discuss its properties in the following section.

2. Basics

Let denote U := L2(Γ), V := H1(Ω) the underlying Hilbert spaces of our problem.
Integration by parts of the state equation leads to its related weak form. We define
a bilinear form a(·, ·) : V × V → R by

a(y, v) :=

∫

Ω

∇y · ∇v +

∫

Γ

u v, ∀y, v ∈ V, (4)

which is continuous and V -elliptic. Now the weak formulation of the state equation
related to (3) has the form:

Find y ∈ V such that f(·, y) ∈ L2(Ω) and

a(y, v) + (f(·, y), v)Ω = (u, v)Γ ∀v ∈ V. (5)

Following the theory in [18, Section 4.5.1 and 4.5.2] we derive

Lemma 1. For any u ∈ U problem (5) possesses a unique solution y ∈ V ∩L∞(Ω).
The related operator S : U → V defined by Su := y is of class C2 and is Lipschitz
continuous, i.e. there exists a constant c > 0 such that

‖Su− Sũ‖V ≤ c ‖u− ũ‖U ∀u, ũ ∈ U, (6)

and weakly sequentially continuous, i.e.

uk ⇀ u in U =⇒ yk ⇀ y in V with yk := Suk, y := Su. (7)

Furthermore holds

yk → y in L2(Ω).

Proof. The existence of a unique solution y ∈ V of (5) for any u ∈ U has been shown
e.g. in [2, 18]. In the second reference also differentiability of S is discussed.

It remains to prove properties (6) and (7). Let y := Su and ỹ := Sũ for arbitrary
u, ũ ∈ U . With z := Su − Sũ and w := u − ũ and with the bilinearity properties
from (5) we obtain

a(z, v) + (f(·, y)− f(·, ỹ), v)Ω = (w, v)Γ ∀v ∈ V. (8)
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Taking the test function v = z, now the V -ellipticity of a(·, ·), the monotonicity of
f and the trace theorem imply

c1 ‖z‖
2
V ≤ a(z, z) + (f(·, y)− f(·, ỹ), y − ỹ)Ω ≤ c2‖w‖U ‖z‖V

with some constants c1, c2 > 0. This proves (6).
To show (7) we make use of the assumed continuity and growth properties of f

and of the compact embedding V
c
→֒ L2(Ω). Let uk ⇀ u in U . Then the sequence

{uk} ⊂ U is bounded. The Lipschitz continuity (6) implies the boundedness of {yk}
in V , where yk := Suk. Hence, {yk} is weakly compact in V . Let {yk}K ⊂ {yk}

some weakly convergent subsequence. The compact embedding V
c
→֒ L2(Ω) implies

that {yk}K converges to some y in L2(Ω). Now, (5) implies

a(yk, v) + (f(·, yk), v)Ω − (uk, v)Γ → a(y, v) + (f(·, y), v)Ω − (u, v),

k ∈ K, k → ∞, ∀v ∈ V.

Thus y = Su holds. With the boundedness of {yk} in V the and the uniqueness of
Su the sequence {yk} converges weakly to Su in V .

By inserting the control-to-state mapping into the target functional of (3) we
obtain the reduced problem

J(u) :=
1

2
‖Su− yd‖

2
0,Ω +

α

2
‖u‖20,Γ → min! s.t. u ∈ Uad. (9)

For every k ∈ N we denote the usual Hk(Ω) norms by ‖ · ‖k,Ω. Let us now discuss
existence of a solution and necessary optimality conditions. Therefore, the Fréchet
derivative of the reduced target functional J(·) is required, but it is not obvious
in which sense a derivative exists. For our model problem one observes that the
phenomenon of the two-norm discrepancy does not occur. Hence, we can always
work in the space U := L2(Γ).

Theorem 1. The optimal control problem (9) possesses at least one optimal so-
lution ū ∈ Uad. The functional J : U → R is twice Fréchet differentiable in U and
thus, any optimal solution ū ∈ Uad of (9) satisfies the necessary optimality criterion

〈J ′(ū), u− ū〉 ≥ 0 ∀u ∈ Uad, (10)

which is equivalent to

(Sū− yd, S
′(u− ū))Ω + α (ū, u− ū)Γ ≥ 0 ∀u ∈ Uad. (11)

Proof. Let ũ ∈ Uad denote some arbitrary element. The functional J is bounded
from below. Hence, a minimizing sequence exists, i.e. we have some sequence with
the properties

{uk} ⊂ Uad, J(uk) ≤ J(ũ), lim
k→∞

J(uk) = inf
u∈Uad

J(u). (12)

The estimate
α

2
(uk, uk)Γ ≤ J(uk) ≤ J(ũ), k = 1, 2, . . .
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provides the boundedness and as a consequence the weak compactness of the se-
quence {uk} in the Hilbert space U . Further, the properties of f guarantee that
also {yk} ⊂ V related to {uk} by yk = Suk, k = 1, 2, . . . is bounded and weakly
compact in V . Without loss of generality we may assume

uk ⇀ û, yk ⇀ ŷ for k → ∞ (13)

with some û ∈ U, ŷ ∈ V . The convexity and closedness of Uad yield its weak
closedness. Thus, û is feasible, i.e. û ∈ Uad. Further, the convexity and continuity
of J̃ : V × U → R implies

J̃(ŷ, û) ≤ lim
k→∞

J̃(yk, uk) = lim
k→∞

J(uk) = inf
u∈Uad

J(u). (14)

From Lemma 1 we know ŷ = Sû and we obtain

J(û) = J̃(ŷ, û).

The properties û ∈ Uad and (14) prove the optimality of û for (9).
The differentiability of J(·, S ·) in U := L2(Γ) is a consequence of twice differ-

entiability of the control-to-state mapping S from L2(Γ) to H1(Ω) ∩ L∞(Ω) and
the structure of the considered problem. More precisely the control appears only
linear in the state equation and quadratically in the target functional. At this point
we refer to the discussions in section 4.10 of [18] where the non-occurrence of the
two-norm discrepancy was already stated for our model problem.

Since Uad is additionally convex the condition (10) forms just the known first
order necessary optimality condition. Taking the structure of J into account this
condition is equivalent to (11).

Next we reformulate condition (11) in the common way. Using ȳ = Sū and the
adjoint (S′)∗ of the linear operator S′ we obtain

((S′)∗(ȳ − yd) + α ū, u− ū)Γ ≥ 0 ∀u ∈ Uad.

With the structure of S the element p̄ := (S′)∗(ȳ−yd) is given as the unique solution
of the adjoint equation

a(p̄, v) + (fy(·, ȳ)p̄, v)Ω = (yd − ȳ, v)Ω ∀v ∈ V. (15)

This equation is linear in p and its solvability is guaranteed by the boundedness
assumption upon fy(·, y). Together with (11) this leads to the first order necessary
optimality condition

(p̄|Γ + α ū, u− ū)Γ ≥ 0 ∀u ∈ Uad. (16)

Because of the convexity and closedness of Uad, (16) is equivalent to the fixed-point
equation

ū = Π(ū− β (p̄|Γ + α ū)) , (17)

for any β > 0. The operator Π : U → Uad denotes the metric projection onto Uad.
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3. The quadratic penalty method

In order to eliminate the control constraints we introduce a penalty functional W :
U × R+ → R depending on the control u and a penalty parameter s > 0. For
simplification we consider the case of upper control bounds only, i.e.

Uad := { u ∈ U : u ≤ b a.e. in Γ }.

In our investigations we study the penalty functional related to the quadratic loss
function defined by

W (u; s) :=
1

2s

∫

Γ

max2{0, u− b}. (18)

This functional is Fréchet differentiable with

〈W ′(u; s), w〉 =
1

s

∫

Γ

max {0, u− b} w =

∫

Γ

ψ

(

u− b

s

)

w, (19)

where
ψ(t) := max{0, t}. (20)

Thus, this penalty satisfies the general assumptions made for finite dimensional
problems in [12, 13] to describe a whole class of methods which converge linearly for
s → 0. However, the finite dimensional convergence theory cannot be extended to
the infinite dimensional case considered here. This is caused on the one hand by some
constants that unboundedly grow with growing dimension and on the other hand
that the function values of active and of inactive constraints cannot be separated by
some positive constant.

Using the penalty functional defined above we consider the sequence of uncon-
strained problems

J(u; s) := J(u) +
1

2s

∫

Γ

max 2{0, u− b} → min! s.t. u ∈ U. (21)

This is an unconstrained optimization problem with a target functional depending
on the control variable and a penalty parameter s > 0. Instead of a variational
inequality (11) as for the original problem the first order optimality condition for
(21) simplifies to a nonlinear operator equation depending on the adjoint state p and
control u. The optimal state and adjoint state are given by (5) and (15), respectively.
We summarize the above discussion in the following theorem.

Theorem 2. For any s > 0 the auxiliary problem (21) possesses at least one
optimal solution u(s) ∈ U . Further, functions y(s), p(s) ∈ V exist such that the
triple (y(s), p(s), u(s)) satisfies the optimality system

a(y(s), v) + (f(·, y(s)), v)Ω = (u(s), v)Γ ∀v ∈ V, (22)

a(v, p(s)) + (fy(·, y(s))p(s), v)Ω = (y(s)− yd, v)Ω ∀v ∈ V, (23)

αu(s) + p(s)|Γ + ψ

(

u(s)− b

s

)

= 0 a. e. on Γ. (24)
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Proof. We may widely follow the scheme of the proof of Theorem 1. Let s > 0 be
fixed and let {uk} ⊂ U denote some minimizing sequence for (21), i.e. we have

lim
k→∞

J(uk; s) = inf
u∈U

J(u; s).

Such a sequence exists because of J(u; s) ≥ 0, ∀u ∈ U . From

α

2
‖uk‖2 ≤ J(uk; s) ≤ inf

u∈Uad

J(u) k = 1, 2, . . .

follows the boundedness of {uk}. Since U is a Hilbert space we may assume without
loss of generality that uk ⇀ û with some û ∈ U . As shown in the proof of Theorem
1 we have

J(û) ≤ lim inf
k→∞

J(uk).

With the convexity of the penalty term W (· ; s) finally follows

J(û; s) = J(û) +W (û; s) ≤ lim
k→∞

J(uk; s) = inf
u∈U

J(u; s).

This proves that û is a solution of (21), i.e. we have u(s) = û.
Because u(s) is a solution of the unconstrained problem (21) and the objective

J(·; s) is F-differentiable necessarily

〈J ′(u(s); s), d〉 = 0 ∀d ∈ U

holds. With the Riesz representation

〈J ′(u(s); s), d〉 = (p(s)|Γ + αu(s) + ψ

(

u(s)− b

s

)

, d) ∀d ∈ U,

where p(s) is defined via the adjoint system (23), we obtain (24). This completes
the proof.

As shown above the system (22)–(24) is a necessary optimality system for optimal
state, adjoint state and control of the auxiliary problem (21) which is due to non-
convexity, as a rule, not sufficient for an optimum. To obtain at least some local
sufficiency result we suppose that the following second order condition holds.

Assumption 1. There exists some δ > 0 such that

J ′′(ū)[h, h] ≥ δ‖h‖20,Γ

holds for all h ∈ U .

This assumption is used in the proof of the following theorem to guarantee the
existence of a local saddle point of the Lagrangian.

Theorem 3. Let {sk} ⊂ R+ be an arbitrary sequence of penalty parameters with
sk → 0 for k → ∞. Then any sequence of related auxiliary solutions uk := u(sk) is
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bounded in U and therefore {uk} weakly compact. Any weakly convergent subsequence
{uk}K ⊂ {uk} converges also strongly in U towards an optimal control ū, i.e.

lim
k∈K,k→∞

‖u(sk)− ū‖0,Γ = 0.

If, additionally, Assumption 1 holds some constants σ ∈ (0, 1), s0 > 0 exist such
that

‖u(sk)− ū‖0,Γ ≤
2

1− σ
‖λ̄‖0,Γ sk

for all k ∈ K such that sk ∈ (0, s0], where λ̄ denotes the optimal Lagrange multiplier
at ū related to the control constraint u ≤ b.

Proof. From the structure of the augmented functionals J(·; sk) we obtain

α

2
‖uk‖

2
U ≤ J(uk; sk) ≤ J(ū; sk) =: c0 k = 1, 2 . . .

Thus, {uk} ⊂ U is bounded and consequently weakly compact. For simplicity,
without loss of generality, we assume that the entire sequence weakly converges to
some û. Taking again the structure of J(·, sk) into account this yields

W (uk; sk) ≤ J(uk; sk) ≤ c0.

Exploiting the weak lower semi-continuity of W (· ; s) = 1
2s

∫

Γ max 2{0, ·} we obtain

∫

Γ

max 2{0, û− b} ≤ lim inf
k→∞

∫

Γ

max 2{0, uk − b} ≤ lim
k→∞

c0 sk = 0.

Thus, we have û ≤ b a. e. on Γ, i.e. û ∈ Uad.
In the next step we show that û is also optimal. Let define {yk} ⊂ V by yk :=

Suk. Lemma 1 guarantees

yk ⇀ ŷ = Sû in V.

Now, the lower semi-continuity of J̃(·, ·) yields

J(û) = J̃(ŷ, û) ≤ lim inf
k→∞

J̃(yk, uk) ≤ lim inf
k→∞

J(uk; sk) ≤ J(ū) (25)

for any optimal control ū. Since û is feasible it directly follows J(û) = J(ū). Con-
sequently, we have shown that any subsequence {uk}K that is weakly convergent in
U converges weakly towards an optimal control ū. With the boundedness of {uk}
this implies that the whole sequence weakly converges to ū.

From (25) we also get limk→∞ J̃(yk, uk) = J(ŷ, û). The weak convergence yk ⇀ ŷ

in H1(Ω) and the compact embedding H1(Ω)
c
→֒ L2(Ω) lead to the strong conver-

gence yk → ŷ in L2(Ω). Thus, we can estimate

lim
k→∞

‖u(sk)‖
2
0,Γ = lim

k→∞

2

α

(

J̃(yk, uk)− ‖yk − yd‖
2
0,Ω

)

=
2

α

(

J̃(ŷ, û)− ‖ŷ − yd‖
2
0,Ω

)

= ‖û‖20,Γ. (26)
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The weak convergence uk ⇀ û and (26) together with the Theorem of Radon–Riesz
yield the first assumption.

The next step is to prove the order of convergence. Let ū ∈ Uad be a control that
satisfies Assumption 1 and the fixed point representation of the necessary optimality
condition

ū = Pβ ū.

The operator Pβ : U → Uad is defined by (17), i.e. Pβu := Π(u − β∇J(u)) with
some β > 0 and ∇J(u) ∈ U denotes the Riesz representation of J ′(u). Assumption 1
guarantees that the gradient ∇J is strongly monotone in a neighborhood

Bε(ū) := {u ∈ U : ‖u− ū‖0,Γ ≤ ε}

of ū (cf. [20, Proposition 25.10]). Next, we show that ∇J is Lipschitz continuous.
Exploiting the structure of ∇J and the definition of the adjoint state we get

‖∇J(u)−∇J(ũ)‖0,Γ ≤ α‖u− ũ‖0,Γ + ‖(S′)∗(Su− yd)− (S′)∗(Sũ− yd)‖0,Γ (27)

for any u, ũ ∈ U . Since the operator S′ is linear and bounded so it is (S′)∗. With
the Lipschitz continuity of S (compare Lemma 1) we obtain

‖(S′)∗(Su− yd)− (S′)∗(Sũ− yd)‖0,Γ ≤ c(ε)‖u− ũ‖0,Γ

with a constant c(ε) > 0 for all u, ũ ∈ Bε(ū).

The local strong monotonicity and Lipschitz-continuity of ∇J implies that Pβ is
a contraction for sufficiently small β > 0 (cf. [9]) with the uniquely defined fixed-
point ū in Bε(ū). Hence, from the a priori estimate of Banach’s fixed-point theorem
we get for all u(s) ∈ Bε(ū) in particular

‖u(s)− ū‖0,Γ ≤
1

1− σ
‖Pβu(s)− u(s)‖0,Γ, (28)

where σ ∈ (0, 1) denotes the contraction constant of Pβ . Pointwise consideration of
the optimality condition

∇J(u(s))(x) +
1

s
max{0, u(s)(x)− b(x)} = 0 for a. a. x ∈ Γ

provides a representation of the gradient and together with the definition of Pβ one
can show

Pβu(s) = Πu(s).

Inserting this into (28) the right-hand side simplifies to

‖u(s)−Πu(s)‖0,Γ = ‖max{0, u(s)− b}‖0,Γ.

A basic ingredient for the remainder of the proof is a local saddle point inequality.
Let denote

L(u, λ) := J(u) + (λ, u − b)
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the Lagrangian of J w. r. t. the control constraint. By Taylor expansion we get for
arbitrary u ∈ U with a constant Θ ∈ (0, 1)

L(u, λ̄) = J(ū) + 〈J ′(ū), u− ū〉

+
1

2
J ′′(ū +Θ(u− ū))[u − ū]2 + (λ̄, ū− b) + (λ̄, u− ū). (29)

Since ū is a local optimal control the necessary optimality condition yields

0 =
〈

L′(ū, λ̄), v
〉

= 〈J ′(ū), v〉+ (λ̄, v), for all v ∈ U (30)

and thus, the related terms in (29) vanish. Following [15, Lemma 2] (compare also
[3]) we have the existence of some ε̃ > 0 such that

1

2
J ′′(ū+Θ(u− ū))[u− ū]2 ≥ 0 (31)

for all u ∈ Bε̃(ū) and Θ ∈ (0, 1). Now, with (30) the representation (29) implies the
inequality

L(ū, λ̄) ≤ L(u, λ̄) ∀u ∈ Bε̃(ū). (32)

Exploiting the structure of J(·; s) and monotonicity properties of penalty methods
we obtain

J(u(s), s) := J(u(s)) +
1

2s
‖max{0, u(s)− b}‖20,Γ

≤ J(ū) ≤ J(u(s)) + (λ̄, u(s)− b). (33)

In the last step we applied inequality (32). The condition ‖u(s) − ū‖0,Γ ≤ ε̃ is
achieved for sufficiently small s because of the strong convergence u(s) → ū in U
shown in the first part of this proof. We estimate the second part of (33) using the
non-negativity of λ̄ and Cauchy–Schwarz’s inequality

(λ̄, u(s)− b) ≤ (λ̄,max{0, u(s)− b}) ≤ ‖λ̄‖0,Γ‖max{0, u(s)− b}‖0,Γ. (34)

Inserting (34) into (33) finally yields

‖max{0, u(s)− b}‖0,Γ ≤ 2‖λ̄‖0,Γ s.

Together with (28) this proves the stated order of convergence.

Remark 4. In case of a convex target functional J(·) the optimality of ū implies
that (ū, λ̄) is a saddle point of the related Lagrangian. Since this does not hold for
non-convex functionals we have to assume at least local convexity by the additional
second order sufficient condition.

4. Control reduction

Taking β = 1/α from (17) we obtain the well-known projection formula ū =
Π
(

α−1p̄
)

. Thus, the optimal control can be represented by the optimal adjoint
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state p̄ (compare [14]). The overall advantage of the elimination of u is that the
remaining optimality system contains only the smoother variables y and p. The idea
of control reduction was applied in [16] for logarithmic barrier algorithms to obtain
a parametric representation of the control in dependence of the adjoint state only.

In the previous section of the present paper we already derived an optimality
system consisting of two partial differential equations and the algebraic equation

αu(s) + p(s)|Γ + ψ

(

u(s)− b

s

)

= 0 a. e. on Γ, (35)

depending nonlinearly on the control and adjoint state variable. Due to the prop-
erties assumed upon ψ this equation is Lipschitz continuous and strictly monotone
in u and thus a unique resolution of (35) for the control variable exists, namely
g(· ; s) : L2(Ω) → L2(Γ). In case of quadratic loss penalty, i.e. ψ is given by
ψ(t) = max{0, t}, we have an explicit representation of g, namely

g(p; s) :=
1

α
p|Γ −

1

1 + αs
max{0,

1

α
p|Γ − b}. (36)

We define F (·, · ; s) : V × V → V ∗ × V ∗ by

F (y, p; s) :=

(

Dp+ fy(·, y)p+ y − yd

Dy + f(·, y)− g(p; s)

)

. (37)

Now, the optimality system given in Theorem 2 is equivalent to the operator equation

F (y(s), p(s); s) = 0, (38)

where y(s) and p(s) are the optimal state and adjoint state, respectively, of the
augmented problem (21). Here, D : V → V ∗ is a differential operator that is
induced by the bilinear form, i.e. Dy := a(y, ·). We get a formal derivative of F
with

DF (y, p; s) :=

(

I + fyy(·, y)p D + fy(·, y)

D + fy(·, y) −gp(p; s)

)

.

The maximum function in (36) implies that g is not differentiable. Thus, the operator
F is, as a rule, not Fréchet differentiable and standard error estimates for Newton’s
method in Banach spaces cannot be applied. However, by the theory of semi-smooth
Newton methods (compare [19, 17]) we have a differentiability concept that suffices
our problem setting. Taking the point-to-set mapping

max ′(0, t) =











1, if t > 0,

0, if t < 0,

[0, 1], if t = 0,

we can describe a Newton’s method: Find (δyi, δpi) such that

DF (yi, pi)

(

δyi

δpi

)

= −F (yi, pi)
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and set
(yi+1, pi+1) = (yi + δyi, pi + δpi)

for i = 0, 1, . . . and initial data (y0, p0) sufficiently close to (y(s), p(s)). It is known
[17] that this method generates a sequence that converges superlinarly towards a root
of F . Under additional assumptions one can even achieve q-quadratic convergence.

5. Finite-element discretization

In order to solve the optimality system (38) we consider a conforming finite element
discretization. To ensure that the boundary can be excactly represented by the
discretization in the sequel we additionally assume that the underlying domain Ω
has a polygonal boundary. Let Th be a sequence of quasi-uniform triangulations of
Ω. Since the optimality system depends only on the state variables y and p we just
discretize the state space V := H1(Ω) using piecewise linear finite elements, i.e.

Vh := {vh ∈ V : vh affine linear on T for all T ∈ Th}.

Analogously to the continuous case we define the discrete control-to-state mapping
Sh : U → Vh by

a(Shu, vh) + (f(·, Shu), vh) = (u, vh)Γ for all vh ∈ Vh (39)

and in the same manner the solution operator of the adjoint equation (S′
h)

∗ :
L2(Ω) → Vh by ph = (S′

h)
∗(yh − yd), iff

a(ph, vh) + (fy(·, yh)ph, vh) = (yd − yh, vh) for all vh ∈ Vh. (40)

A discrete version of the differential operator D is obtained by

[Dhyh](vh) = a(yh, vh) for all vh ∈ Vh.

The discrete counterpart of the homotopy mapping F (·, · ; s) is thus defined by

Fh(yh, ph; s) :=

(

Dhph + fy(·, yh)ph + yh − yd
Dhyh + f(·, yh)− g(ph; s)

)

.

We denote its roots by (yh(s), ph(s)). The function uh(s) := g(ph(s); s) is an optimal
solution of the discrete augmented problem

Jh(u; s) :=
1

2
‖Shu− yd‖

2
0,Ω + α‖u‖20,Γ +

1

2s

∫

Γ

max 2{0, u− b} → min! (41)

subject to u ∈ U . In the sequel we will investigate the finite element error between
the solutions of the discrete and continuous problems. Since it would exceed the
scope of this paper we do not outline the theory of finite element methods here and
refer to the literature. We simply suppose
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Assumption 2. Let S and (S′)∗ be the solution operators of the state and adjoint
equation and their discrete counterparts Sh and (S′

h)
∗ as defined by (39) and (40),

respectively. We assume that some β > 0 exists with

‖S − Sh‖L2(Γ)→L2(Ω) + ‖(S′)∗ − (S′
h)

∗‖L2(Ω)→L2(Γ) = O(hβ).

The convergence order for the variational discretization approach will mainly
depend on the constant β from Assumption 2. Since it would exceed the scope of
this paper to prove finite element error estimates we refer to the following literature.
In [5] it was proven that under our assumptions upon d a generalization of Céa’s
Lemma holds. Thus, one only has to consider the interpolation error to obtain an
estimate in H1(Ω) norm. If Ω is some convex domain then we have the additional
regularity y ∈ H2(Ω). In this case one obtains convergence order one for piecewise
linear, continuous finite elements (cf. [6, 9]). Using a modified version of the Aubin–
Nitzsche trick from [5] one can double the order of convergence to obtain an estimate
in L2(Ω) norm.

The more restrictive part in Assumption 2 is the finite element error on the
boundary. The related estimates are a bit non-standard and require more technical
efforts than the usual estimates over the domain. However, since the operator (S′)∗

is linear and the coefficient dy(·, y) is bounded the standard results for the linear
quadratic-case remain valid here. We refer to [4] where a converge rate β = 3

2 was
proven for convex polygons under the assumption that p̄ ∈ H2(Ω). A slightly better
rate was obtained in [1] where β = 2 − ε for arbitrary ε > 0 was proven even for
non-convex polygonal domains. If an interior angle of the polygon is larger than
120◦ the desired convergence is obtained with appropriate mesh grading.

Theorem 5. Let Assumption 2 be satisfied. Then, there exists some c > 0 such
that

‖ū− ūh‖ ≤ c hβ(‖ū‖0,Γ + ‖Shū− yd‖0,Ω),

‖ū(s)− ūh(s)‖ ≤ c hβ(‖ū‖0,Γ + ‖Shū− yd‖0,Ω).

Proof. By comparing the variational inequalities for the continuous and discrete
problem we get

0 ≤ 〈J ′(ū)− J ′
h(ūh), ūh − ū〉 .

Taking the structure of the gradients into account and introducing intermediate
terms we arrive at

α‖ū− ūh‖
2
0,Γ ≤ (p̄h|Γ − p̄|Γ, ūh − ū)

≤ ((S′
h)

∗(Shūh − yd)− (S′)∗(Sū− yd), ūh − ū)

≤ (((S′)∗S − (S′
h)

∗Sh)ū+ ((S′
h)

∗ − (S′)∗)yd, ūh − ū)− ‖Sh(ū− ūh)‖
2
0,Γ

≤ ((S′)∗(S − Sh)ū + ((S′)∗ − (S′
h)

∗)Shū+ ((S′
h)

∗ − (S′)∗)yd, ūh − ū) .

An application of Cauchy–Schwarz inequality and Assumption 2 finally leads to

‖ū− ūh‖0,Γ ≤ chβ (‖ū‖0,Γ + ‖Shū− yd‖0,Ω) .
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This is the first assertion. The second one follows from the monotonicity of ψ by

α‖u(s)− uh(s)‖
2
0,Γ

≤ α‖u(s)− uh(s)‖
2
0,Γ +

(

ψ

(

u(s)− b

s

)

− ψ

(

uh(s)− b

s

)

, u(s)− uh(s)

)

= (p(s)|Γ − ph(s)|Γ, u(s)− uh(s)).

Applying the same technique like for the first assertion finishes the proof.

In the remainder of this section we will investigate the error between the solutions
of the discrete versions of the model problem and augmented problem

Jh(u) := J̃(Shu, u) → min! s.t. u ∈ Uad, (42)

Jh(u; s) := J̃(Shu, u) +
1

2s

∫

Γ

max 2{0, u− b} → min! s.t. u ∈ U. (43)

We denote its solutions by ūh and uh(s), respectively. As in the continuous case also
in the discrete case we have the same convergence behavior of {uh(sk)} for sequences
{sk} with sk → 0. This means

lim
k→∞

‖uh(sk)− ūh‖0,Γ = 0.

The existence of such a sequence follows directly from the first part of Theorem 3
since the required properties on S also hold for the discrete control-to-state mapping
Sh. Further, also the second part of Theorem 3 can be derived analogously but
additionally we can even show mesh-independence of the convergence constant.

Theorem 6. There exists a constant C > 0 that is independent of the discretiza-
tion, i.e. C 6= C(h), such that the estimate

‖uh(s)− ūh‖0,Γ ≤ C s

holds for all s ∈ (0, s0] and h ∈ (0, h0] with constants s0, h0 > 0.

Proof. First, we consider the first order optimality conditions for problem (42)

(S′
h)

∗(Shūh − yd) + αūh + λ̄h = 0.

By this equation we have a representation of the Lagrangian multiplier λ̄h related
to the constraint uh ≤ b. Further, we can show that λ̄h converges towards its
continuous counterpart defined analogously by

λ̄ = −(S′)∗(Sū− yd)− αū.

Due to convergence properties of finite element methods (compare Assumption 2)
we have for all u ∈ U and y ∈ L2(Ω) that

‖(Sh − S)u‖0,Ω → 0 and ‖((S′)∗ − (S′
h)

∗)y‖0,Γ → 0 for h→ 0,
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and together with the already shown property ‖ū − ūh‖0,Γ → 0 for h → 0 from
Theorem 5 we conclude that

lim
h→0

‖λ̄h − λ̄‖0,Γ = 0. (44)

In the next step we mimic the argumentation from the proof of Theorem 3 and
obtain

‖uh(s)− ūh‖0,Γ ≤ Chs

with Ch := 2
1−σ

‖λ̄h‖0,Γ. ¿From (44) follows Ch ≤ C for some C > 0.

6. Numerical experiments

To verify our theoretical investigations we apply the penalty method to the problem

J(y, u) :=
1

2
‖y − yd‖

2
0,Ω +

α

2
‖u‖20,Γ → min!

subject to

−∆y + y3 = 0 in Ω,

∂ny + y = u on Γ := ∂Ω,

0 ≤ u ≤ 2.2 a. e. on Γ

with α = 0.01. The desired state is defined by yd = x1 + x2. The nonlinear function
f(·, y) := y3 in the state equation suffices the assumptions for twice differentiability,
local Lipschitz continuity up to the second derivative and monotonicity.

We discretized the domain Ω := (0, 1)2 with N = 200 grid points in each di-
rection. After each iteration the penalty parameter was halved, i.e. sk+1 = 1

2sk for
k = 0, 1, . . . . The solution obtained with s = 2−40 is illustrated in Fig. 2. The
measured error between the calculated solution uh(s) for certain s and the reference
solution ūh ≈ uh(2

−40) is reported in Fig. 1. Obviously we have linear convergence
of the penalty method on the discrete level.

s ‖uh(s)− ūh‖ EOC(u)

2−5 1.93e− 02 0.84
2−10 6.79e− 04 0.99
2−15 2.13e− 05 1.00
2−20 6.66e− 07 1.00
2−25 2.08e− 08 1.00
2−30 6.49e− 10 1.01 10−14

10−12

10−10

10−8

10−6

10−4

10−2

100

10−1010−8 10−6 10−4 10−2 100 102

s

e(s)
O(s)

Figure 1. Error e(s) := ‖uh(s)− ūh‖ and order of convergence
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Figure 2. Solution of the optimal control problem

However, in Theorem 3 we proved even linear convergence on the continuous
level. To confirm this we measured the convergence constant

Ch := sup
s>0

s−1‖ūh − uh(s)‖

for different discretization parameters h. The resulting sequence for the number
of grid points per dimension N = 20, 30, . . . , 300 is illustrated in Fig. 3. As ex-
pected the sequence Ch tends to a limit for h → 0. This confirms the assumed
mesh independence proven in Theorem 6. Furthermore, we computed the penalty
multipliers

λa(s) = ψ
(

s−1(a− u)
)

and λb(s) = ψ
(

s−1(u− b)
)

3.470e-03

3.475e-03

3.480e-03

3.485e-03

3.490e-03

3.495e-03

 0  50  100  150  200  250  300

C

N
Figure 3. Constant Ch from the estimate ‖uh(s)− ūh‖ ≤ Chs
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(a) Multiplier λ̄a

 0  0.2  0.4  0.6  0.8  1 0
 0.2

 0.4
 0.6

 0.8
 1

 0

 0.002

 0.004

 0.006

 0.008

(b) Multiplier λ̄b

Figure 4. Lagrangian Multipliers

which are illustrated in Fig. 4. The penalty multipliers are known to be approxima-
tions of the optimal Lagrange multipliers λ̄a and λ̄b, respectively.
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